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Abstract
In this paper, a secured unmanned aerial vehicle (UAV)-assisted heterogeneous network environment, and seamless IP 
prototype is proposed. UAV is controlled over the Internet to resolve a long-range communication barrier and to improve 
remote sensing. In the new technology, a pilot can control UAV via an end device (ED)-secured communication without 
any information about the network architectures, network address translation types, Internet protocol version. Network 
traversal with mobility (NTMobile) offers a secured communication for UAV through a public network infrastructure. 
NTMobile enhances the security and maintain mobility by generating keys and building tunnel using virtual IPs for two 
nodes inside the network. In the prototype the UAV flight controller can install a ground control station application on the 
UAV board. An ED can be any smart device connected to the Internet with the ability to run the remote protocols, which 
allows the pilot to send commands and receives data from UAV. Moreover, the pilot transmits commands through the 
remote desktop protocol or secure shell protocol. Experimentally, an autopilot mission is designed and uploaded to the 
flight controller where UAV and ED are forced to switch access network between cellular network LTE and 802.11a IEEE 
wireless local area network in specific waypoints. The novelty of this study is proposing secure continuous connectiv-
ity of the UAV communication and control system even during the occurrence of a network switch, which is one of the 
important factor in the heterogeneous network environment. The results revealed that NTMobile maintains continuous 
communication by re-establishing the created tunnel between UAV and ED in the proposed prototype while both are 
travelling in a heterogeneous network.

Keywords  UAVs · Communication and wireless technology · Network traversal with mobility · Ground control station · 
Autopilot system · Cellular network · Security · Handovers · Switch access network · Mobility

1  Introduction

Unmanned aerial vehicle (UAV) is a future device for sev-
eral application solutions, and over the previous 10 years, 
UAV’s network has been accessible for practical devel-
opment. With the implementation of advanced sensors, 
UAV can execute autopilot missions for different applica-
tions (e.g., mapping, reconnaissance, rescue and disaster 
response, agent and multi-agent systems, low altitude 
application, and machine learning) [1, 2]. Different types 

of UAVs are available in the market, including a gasoline-
powered heavyweight having an average flight time of 
almost four hours, small units having a flight time of less 
than an hour, and a basic autopilot control system. The 
history of UAV started in the early 1960s when it was used 
by the Air Force as a weapon system [3]. Later, the authori-
ties privatized the technology, and UAV became accessible 
to the public and private organizations. UAVs have been 
applied in futuristic fields such as artificial intelligence 
and smart cities applications. However, its application is 
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remarkable when it merges with other technologies (i.e., 
wireless sensors, advanced networking systems, smart 
control system, machine learning, and satellite systems) 
[4]. Network and communication systems are a vital part 
of the UAV because it can be controlled over the Internet 
and it can work as a terminal device in the network system 
[5, 6].

In this study, the authors propose a system architecture 
comprising the following three main elements: a mobile 
terminal (MT), a gateway network, and a data center. 
Network traversal with mobile (NTMobile) [7] has been 
proposed for ensuring secured and easy communication 
between two devices. The UAV and end device (ED) are 
considered to be MTs. The gateway comprises an NTMo-
bile-Adapter and an NTMobile framework. The data center 
consists of three systems [8–11] to manage access to the 
UAV via ED. The data center also allows the pilot to access 
and control UAV through secured communication. Previ-
ous studies proposed commands and mission manage-
ment of the UAV [5] in case of a remote communication 
system through a secure line [12].

In this proposed prototype, a heterogeneous network 
refers to the status of connecting MTs to different net-
works. Also, it indicates that a network connects differ-
ent operating systems and different protocols, i.e., Linux, 
and Windows operation systems and UDP, SSH, RDP, TCP, 
besides NTMobile networks and servers. In the proposed 
system, UAV and ED have different operating systems and 
switching on different network architectures. The method 
that authors followed to evaluate the integration of NTMo-
bile into UAV communication control system is forcing 
UAV and ED to switch network in specific waypoints. 
These waypoints are chosen by the authors to evaluate 
the performance of the UAV and ED communication con-
trol system while using NTMobile technology during an 
autonomous given mission. In the experiment section, the 
authors explain how the experiment was executed and 
show the performance of controlling UAV via ED in cellular 
and 802.11a IEEE wireless networks.

2 � UAV network and communication

In recent years, the UAV has been applied in many tradi-
tional mobile network systems such as an ad-hoc network 
(FANET), satellite communication systems, and antenna 
design. The UAV communication control system is divided 
into two categories [13]. The first category improves the 
UAVs function and the control and communication sys-
tem using new systems proposed by [14–17]. The second 
focuses on new communication design and algorithms 
to meet the application requirements proposed by 
[18–20]. This study follows the first category because the 

authors integrate NTMobile technology into UAV system 
to enhance communication in a heterogeneous network 
environment. Daniel et al [21] proposed the benefits of 
integrating UAV into public network infrastructures for 
remote sensing and civilian security application. In the 
future, police departments and homeland security may 
use UAVs for their daily assignments as they may suffer 
from insufficient access to non-military frequencies. Thus, 
UAVs are indispensable for the police departments and 
homeland security owing to the expensiveness of the 
traditional communication equipment. Since wireless 
sensors network (WSN) is adaptable to a variety of harsh 
environments [22], Daniel et al proposed UAV public net-
work communication systems to support wireless net-
works and to act as a node in an isolated environment. 
Intermittent and outages are a common problem in WSN 
since ground users and WSN nodes require a reliable con-
nection to transfer and receive data. These situations can 
be permanent or temporary depending on the status of 
the network [23]. To overcome these problems, a study 
revealed that UAVs can act as a stationary node to con-
nect WSN nodes [24]. Application of UAV in the public net-
work raises security and communication issues. Hence, the 
Internet allows ED to communicate with UAV. Generally, 
UAV and ED exchange IP addresses to communicate. As 
Internet Protocol version 4 (IPv4) becomes outdated, IPv6 
overcomes this shortcoming cannot directly communicate 
with each other [25, 26].

2.1 � Cellular network and wireless communication 
for UAV control system

Using mobile cellular networks to control UAV offers 
extended distance coverage and secure wireless com-
munication, which can enhance the control and safety 
associated with the usage of UAV in various missions. In 
a previous study [29], the authors shared some of their 
experiences concerning the long-term evolution (LTE) 
cellular network to control small low-altitude UAVs. Lin 
et al [29] proposed that the existing fourth-generation 
cellular networks can provide wide-area wireless con-
nectivity to ensure the operation and deployment of 
small UAVs for low-altitude missions. They also demon-
strated performance-enhancing solutions to optimize 
LTE connectivity to efficiently communicate with small 
UAVs while maintaining the performance of ground 
mobile devices using the base stations network. Aerial 
imagery can be performed by utilizing mounted UAV 
streaming video through cellular network and single 
command and control center. The authors of a previ-
ously conducted study [30] demonstrated an architec-
ture for closed-circuit monitoring of sites comprising 
various indoor and outdoor vantage points using the 
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fourth-generation network cellular infrastructure in and 
around the buildings to build a closed-circuit monitor-
ing framework for streaming real-time video. Further, 
authors have also investigated the effects on network 
performance in terms of data throughputs that can be 
achievable in UAV-based building surveillance networks 
in a simulated environment. In another previously con-
ducted study [31] considered the territory of the path 
loss based on the height of the UAV, which is obtained 
from the actual measurements, and the cellular network 
design and configuration. The results indicate that inter-
ference when using the cellular network to control UAV 
is the principal factor that restricts the cellular coverage 
of UAVs in the downlink. The authors proposed an ideal 
interference cancellation scheme that has the capacity 
to eliminate the dominant interferer shows less practi-
cal for UAVs than for ground users. Regardless, macro 
network heterogeneity has excellent potential for UAV 
because it not only enhances the coverage but also 
improves the reliability of the connection to the ground 
control station (GCS).

WiFi and ad-hoc integration into UAV system are 
mainly used to widen the access network and enhance 
the network connectivity. One of the promising appli-
cation of UAV in the communication field is extending 
the capacity or coverage of the wireless system [27]. 
In work of [27] presents a framework and comprehen-
sive characterization where UAV acts as an aerial WiFi 
node. In the proposed study, UAV plays either the role of 
being an access point or ad-hoc intermediate hop. The 
results reveal that there is a trade-off between coverage 
and data rates, and the ad-hoc mode is more respon-
sive in the proposed study. Authors in the study of [28] 
presented a framework of automation micro UAV that 

using low-cost sensors. The PID signals have been sent 
by via 802.11b WiFi network. Then, the flight-logs were 
displayed in developed simple GUI. The study demon-
strates UAV performance where 802.11b WiFi is used as 
a communication medium between GCS and UAV [28].

2.2 � Problem statement and work contributions

Many techniques can facilitate communication with 
UAVs (refer to Fig. 1). For instance, a pilot can use a satel-
lite system to control UAV; however, this method is costly 
and not practical for small-scale UAV. Radio control is the 
most common method to communicate and control UAV. 
However, the distance is impractical for autonomous and 
long-range missions owing to a limited data transmission 
bandwidth. Many studies overcome these problems by 
integrating UAV into wireless public network infrastruc-
tures, i.e., cellular network, and wireless communication 
networks. However, these solutions face many essential 
security concerns since UAV and ED are treated as nodes 
or MTs in the network, exposing the entire system to 
intermittent due to IP change and insecurity. This present 
study proposed a secured communication system and 
continuous communication after integrating UAV and ED 
into NTMobile technology. This integration can enhance 
the applicability of UAV and enhances ED connection to 
the Internet in a heterogeneous network environment. 
NTMobile IP mobility is an innovative technology that 
helps systems to securely conduct continuous communi-
cation even if one of the MTs (i.e., UAV and ED) switches 
access networks. Furthermore, to date, no research has 
discussed the deployment of the IP seamless technology 
(e.g., NTMobile) into the UAV system and validated the per-
formance of the network through real flight experiment. 

Fig. 1   Default ways of control-
ling UAVs through the ground 
control stations in both manual 
and autonomous missions
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In this study, the authors developed a prototype of UAV 
and transformed the UAV into MT. Also, in this study, UAV 
is forced to switch network in specific waypoints that have 
been already selected in the uploaded mission to ensure 
continuous communication and mobility in the UAV and 
ED networks. The ED has also been forced to switch access 
networks because it is considered to be an MT in the pro-
posed system.

The rest of the paper is organized as follows: Sec-
tion 2 discusses problem statement and work contribu-
tions. Section 3 proposes the system design in this study. 
Section 4 details the handover and network switching 
mechanisms. Section 5 explains NTMobile framework 
and network architecture. Section 6 introduces system 
requirements and NTMobile integration. Also it presents 
the flight controller of UAV integrated into NTMobile. Sec-
tion 7 reveals scientific experiments focusing on the data 
traffic between UAV and ED during a mission. Section 8 
presents a discussion about the results and the executed 
experiments.

3 � System design

The authors designed a system compatible with the Inter-
net network architecture (refer to Fig. 2). The proposed sys-
tem uses an open source flight controller integrated into 
the advanced RISC machines processor architecture unit 
[32]. The UAV receives commands to execute an autono-
mous mission from the GCS workstation. Then, UAV replies 
the flight logs and sensors data to the GCS workstation. In 
the UAV mainframe, a single board computer [33] is con-
nected to the UAV flight controller through a serial port. 
Hence, a single board computer can run NTMobile node 

application. A board computer has two primary assign-
ments: a gateway and an onboard GCS command center.

In the backend application gateway, a 4G/LTE Dongle is 
connected to a board computer via USB port. The 4G/LTE 
Dongle offers Internet access from the mobile network to 
the GCS software installed on the single board computer. 
This configuration allows the pilot to access the flight 
controller through the remote desktop protocol (RDP) 
or secure shell (SSH) Internet protocol. A standard way of 
controlling UAV is to install the GCS software running on 
a single board computer, not in the ED. However, ED does 
not require GCS software to communicate with the UAV 
system. It only requires access to the GCS application on 
the single board computer remotely.

In the data servers, NTMobile application manages the 
communication between UAV and ED. First, authentica-
tion is executed between the ED and a single board com-
puter. Then, a secured tunnel is initialized directly to the 
UAV after created by the NTMobile [42]. This tunnel has 
encryption keys on both sides, i.e., ED and UAV. ED can be a 
mobile, a PC or a tablet with an operating system can con-
nect the Internet and run SSH or Remote Desktop (RDP) 
protocols. The pilot can manage, send a mission, display, 
and store data securely in a created tunnel. In this work, 
Fully Qualified Domain Name (FQDN) has been used to 
identify and connect both UAV and ED in the NTMobile 
network.

4 � Network switching process

Integrated wireless networks have two methods of hand-
over: a horizontal handover mechanism for a switching 
network between the same type of network; a vertical 

Fig. 2   UAV control and management systems based on network traversal with mobility (NTMobile) system
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handover that represents switching between two differ-
ent types of network (see Fig. 3). In a mobile network, 
movements of MTs from cell to cell in the same network 
cause an intermittent connection. In the first mobile 
network generations, i.e., GPRS, CDMA, W-CDMA, and 
GSM, handover mechanisms supported the mobility of 
MTs and provided on-going service for the MT even from 
sector to another [34]. In this paper, the term MT repre-
sents UAV and ED since both might be exposed to the 
handover process. The cellular network uses soft (con-
nect-before-break) horizontal handover mechanisms 
to support on-going service. Measuring the power of 
one, two or more base stations facilitates soft handover. 
Then, radio network controller (RNC) instructs the MT 
to update its active set and to connect the base station 
and previous base station for the highest power signal 
and seamless communication, respectively. The 4G/LTE 
network is the revolutionary handover mechanisms 
that supports a heterogeneous network environment 
with different wireless access [35]. The soft handover 
is skipped in 4G/LTE architecture, and hard handover 
is performed to guarantee seamless communication 
between MT and base stations. LTE has an orthogonality 
modulation scheme and flat architecture, not requiring 
central control, e.g., RNC or measurement report pro-
vides seamless communication. The cell-edge reception 
problem in the 3G network infrastructure is non-exist-
ence in 4G/LTE network infrastructure. There are three 
types of handover in 4G/LTE infrastructure are [36]: 

1.	 Intra-LTE Handover: Intra-LTE handover within the cur-
rent LTE network is performed by employing the X2 
interface to exchange load reporting information and 
when Mobility Management Entity (MME) and Serving 
Gateway (SGW) are consistent. This handover mecha-
nism is expected to occur when there is a direct con-
nection that already exists between the source base 
station and target base station [37].

2.	 Inter-LTE Handover: When an MT moves from one 
sector to another sector that is managed by the same 
evolved base stations system (Evolved Node B), it is 

called an Intra-LTE handover. In the case of intra-sys-
tem handover scenario, there is a period when the MTs 
are not connected to the system. During this time the 
downlink user traffic is forwarded from the source base 
station to the target base station [38].

3.	 Inter-RAT handover belongs to the handover between 
LTE and old cellular networks 3GPP technologies, such 
as EDGE and GPRS, GSM [39]. Inter-RAT handover is 
vertical handover due to the process of moving from 
completely two different types of networks. This 
handover mechanism has already been solved and 
enhanced in many patents and proposed applications 
such as [40].

These handovers in 4G/LTE are according to the MT and 
base stations, inapplicable in an access network switch-
ing [41]. Thus, NTMobile technology is the solution for 
access network switching case scenario.

5 � NTMobile technology

NTMobile is a new protocol and IP mobility system 
designed to support IPv4 and IPv6 networks and to 
solve NAT traversal [8]. NTMobile also provides a secure 
key distribution mechanism for NTMobile MTs. Thus, this 
technology can ensure secure communication among 
MTs. A previous study revealed that IP mobility supports 
only IPv6 network in heterogeneous networks [36]. How-
ever, most of the existing networks still run on IPv4. Thus, 
the NTMobile technology in a UAV communication sys-
tem is appreciated because it supports communications 
between IPv6 and IPv4 network by default. NTMobile 
nodes can also offer IP mobility in global IP networks 
and in private IP networks by creating a tunnel path 
between a pair of NTMobile nodes. NTMobile also pro-
vides security during communication, and consistency in 
vertical handover. However, NTMobile must have access 
to account server (AS), direction coordinator (DC), and 

Fig. 3   Horizontal handover 
and vertical handover practical 
example in heterogeneous 
network environment
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relay server (RS) to establish a secured communication 
between NTMobile nodes.

5.1 � Simple definition of NTMobile devices

MT is an end terminal in NTMobile, and MT refers to UAV 
and ED in this work. AS contains MTs account information 
with NTMobile accounts and system settings. DC is the 
device that responsible to assign virtual addresses when 
launching an MT and to guide both MTs to establish a 
communication path (tunnel) when communication com-
mences. RS stands for relay server, it can be used when the 
MTs are unable to communicate directly, e.g., a case of IPv4 
and IPv6 communication or one of the MT is behind NAT.

5.2 � NTMobile security

NTMobile provides a secure key distribution mechanism 
for NTMobile MTs. Thus, NTMobile offers secure commu-
nications among MTs. The security of NTMobile has been 
validated in various previously conducted studies. For 
instance, a new security mechanism has been proposed 
and verified in a previous study based on the certificates 
among nodes and NTMobile [43]. The proposed mecha-
nism assigns certificates to each MT in NTMobile. After 
connecting to the NTMobile, MT can verify a certificate to 
confirm the validity of the remaining MTs. The authors of 
the previously conducted study [43] used OpenSSL [44] to 
implement the proposed certification and key exchange 
mechanisms. The verification of the proposed mechanism 

confirms that the proposed mechanisms operate with the 
signaling process in NTMobile. NTMobile also used virtual 
IPv4/IPv6 addresses instead of real IPs, which provides a 
secure communication [42].

In this system, end-to-end security is performed via the 
following procedures (verified in above mentioned works):

•	 The AS, DC, and RS use public key certificates and per-
form mutual authentication and key sharing at the first 
communication process using Transport Layer Security 
(TLS) authentication encryption.

•	 At the beginning of communication, the TLS protocol 
authenticates the NTMobile node’s communication by 
TLS protocol in the AS server, and NTMobile acquires a 
common key to communicate with the DC.

•	 All NTMobile communication packets are encrypted 
by the common key and the Message Authentication 
Code (MAC) authentication.

•	 The end-to-end encryption key to communicate 
between MTs is unknown even to network administra-
tor.

5.3 � Login process

TLS authentication is performed in the login process and 
when the NTMobile framework is launched for the first 
time, the following procedures are carried out in the AS: 
In the password authentication method (refer to Fig. 4), 
the MT’s password is registered in the AS. In the public 
key authentication, a key pair in MT that holds a public 
key certificate is set. Similarly, MT authenticates the AS via 

Fig. 4   Password and Email 
authentication method
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TLS authentication. HTTPS encrypts communication, and 
MT sends account information (i.e., MT registered e-mail 
address and password) to AS in Login request. Then, AS 
certifies the MT account information. After that, AS gener-
ates a common key “Kmtdc” to let MT and DC communi-
cate with each other. Then, AS sends the FQDN of the MT 
and generated key Kmtdc to the DC via key distribution. 
The communication between AS and DC is encrypted and 
MAC-authenticated. When communication between the 
AS and DC is established for the first time, or when the 
common key date is expired, TLS authentication is per-
formed between the AS and DC to achieve mutual authen-
tication and share the common key “Kasdc” securely. After 
confirmation and receiving the response (ACK) from DC, 
AS transmits MT’s FQDN and Kmtdc to MT. Thereby, the 
common key Kmtdc is shared between the MT and DC, 
and mutual communication is established.

5.4 � Registration process

The registration process is executed when a new IP 
address assignment. When the NTMobile framework starts, 
or when the network switches on, and a new IP address is 
obtained behind NAT (see Fig. 5), MT performs registra-
tion through DC. The packet at this time is encrypted with 
Kmtdc and MAC-authenticated. MT transmits its FQDN and 
the real IP address to DC in the Registration request. Then, 
DC generates a virtual address to avoid duplications with 
the real IP address and transmits the generated virtual IP 
to the MT via Registration response. After that, MT keeps 

sending Keep-Alive every 20 s to maintain a connection 
between MT and DC.

5.5 � Creating tunnel route (not via RS)

When the communication is established, an end-to-
end tunnel path is generated from a DC device. In the 
NTMobile framework, the DNS mechanism searches 
for other MTs DC. However, Fig. 6 shows one DC case 
scenario. During this process, communication won’t 
established unless all the MAC authentications are suc-
cessfully processed. MT 1 specifies the FQDN of MT 2 for 
communication. MT 1 sends a Direction request to DC. 
After that, DC determines the best route and generates a 
temporary key “Ktmp” and an RS tunnel key “Ktun”. These 
keys are generated to communicate with RS. However, 
in Fig. 6, authors consider no RS implementation, and 
key Ktun is for the tunnel creation process. DC sends 
Route direction to MT 2 and notifies the Ktmp and Ktun. 
The process from Direction request to Route direction 
is performed with one stroke. If this process does not 
finish successfully, re-transmission is performed from 
Direction request process. In Fig. 6, MT 2 is behind NAT. 
After sending an ACK to DC, MT 2 generates a common 
key Kmtmt for end-to-end communication with MT 1. 
MT 2 encrypts Kmtmt with temporary key i.e., Ktmp 
[expressed as “Ktmp (Kmtmt)”]. Then, MT 2 sends tunnel 
request to MT 1 and shares the Ktmp (Kmtmt). Tunnel 
request is encrypted with Ktun, and tunnel response is 
encrypted by Kmtmt. If MAC authentication succeeded 

Fig. 5   Registration process
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on the MT 2 side, Kmtmt key will be shared between MT 
1 and MT 2. 

5.6 � Creating tunnel route (via RS)

RS can provide communication if MT 1 and MT 2 are una-
ble to communicate directly. Figure 7 shows a case when 
direct communication is not established owing to differ-
ent address systems (IPv4 or IPv6) and owing to MT 1 and 
MT 2 behind various symmetric NAT. In this situation, MT 
1 and MT 2 create a tunnel route carried out by RS. It is 
assumed that DC and RS are sharing a common key “Kdcrs”. 
The sharing process is neglected in this section, because 
of the same process in the AS and DC key sharing method. 
The communication between DC and RS is encrypted and 
MAC-authenticated through a shared key Kdcrs. MT 1 
requests DC to make a route by Direction request. Then, 
DC determines the route and generates temporary Ktmp 
and Ktun for RS (the same process in Fig. 6). This time, RS 
replies the ACK to DC; then, the operation is carried out 
by RS. DC instructs RS to relay tunnel request to MT 2 that 
comes from MT 1. The request is processed through relay 
direction and ACK from DC and RS, respectively. At this 
point, RS only knows a common key Ktun. After that, DC 
makes a route to MT 2 and informs MT 2 Ktmp and Ktun via 
Route direction from DC and ACK to MT 2. The DC makes 
a route to MT 1 and informs Ktmp and Ktun Route direc-
tion. At this time, the communication between MT and 
RS is encrypted with Ktun and MAC-authenticated. MT 1 

generates an end key Kmtmt and encrypts it with Ktmp 
[i.e., Ktmp (Kmtmt)]. MT 1 sends Ktmp (Kmtmt) to RS via 
tunnel request, encrypted with Ktun. Then, Hole Punch 
message is sent from MT2 to RS since MT 2 is behind NAT. 
RS uses MAC authentication to confirm the validity of the 
messages while encrypts the packets with key Ktun to 
send it to MT 2. Then, MT 2 decrypts MAC authentication 
with Ktun. Decryption is also performed using Ktmp to 
get Kmtmt. After this stage, MT 1 and MT 2 know the key 
Kmtmt, and MT 2 replies a tunnel response to RS. The tun-
nel response is encrypted using Kmtmt. RS relays the tun-
nel response to MT 1 as it is without any decryption. Next, 
MT1 confirms that the key Kmtmt can be shared by the 
MAC response in tunnel response. Subsequently, all the 
communications among MTs are encrypted using Kmtmt 
key. Even though the communication packet passes 
through RS, decryption is impossible because RS does not 
possess Ktmp to decrypt Kmtmt.

5.7 � Tunnel optimization

NTMobile provides mobility and connectivity at the same 
time for MTs in different kinds of networks using direct 
tunnel creation as it has been explained in Sect. 5.5. Nev-
ertheless, if both MTs are existing behinds NATs, NTMo-
bile definitely will use RS to create a tunnel same as when 
MTs have different IPv (refer to Sect 5.6), and this requires 
excessive overload in RSs and networks [45]. This issue has 

Fig. 6   Tunnel creation without 
RS
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been resolved via implementing autonomous route opti-
mization that has been verified its effectiveness in previ-
ous work [45].

5.8 � NTMobile latency evaluation

The latency and delays in the network affect the perfor-
mance of the communication system. NTMobile system 
runs a lot of authentications and key sharing processes to 
perform the secure connection between two nodes in a 
heterogeneous network. Besides that, the switching pro-
cess also causes a handover latency in the system. Authors 
in work [46] evaluated the NTMobile system performance 
after implementation NTMobile in an Android operating 
system. They measured the handover latency caused by 
the switching of access points during TCP connection 
between two nodes. The switching process has manually 
proceeded based in two different case scenarios:

•	 Case one: Switching the access points during commu-
nication via AP(IPv4) to AP(IPv6).

•	 Case two: Switching the access points during commu-
nication via AP(IPv6) to AP(IPv4).

Table 1 shows the results of the experiments of the previ-
ous above-mentioned case scenarios.

Fig. 7   Tunnel creation via RS

Table 1   NTMobile latency evaluation in IPv6 and IPv4 (study case 
[46])

Features Time of case one to 
IPv6 (s)

Time case 
two to IPv4 
(s)

L2 handover 0.58 0.46
Acquiring IP 1.71 0.67
Tunnel establishment 0.17 0.12
TCP retransmission 1.17 0.66
Total time 3.63 1.92
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In the network configuration, the authors set the packet 
length transmitted by IPerf to be 1400 bytes. In this evalu-
ation, the processing time required for packet processing 
by NTMobile has been measured. Table 2 illustrated the 
results of the time measurement of the NTMobile net-
works and in normal communication case where NTMobile 
has not been used. The packet checker processing time in 
the MT1 is the read of the virtual IP packet from the TUN 
interface, and that is the required period of time that the 
NTMfw processing needs. Usually, NTMfw processing time 
depends on the virtual IP packets. For instance, the NTMfw 
processing time at the MT2 is the extracted virtual IP after 
the packet decryption process and MAC verification pro-
cess, which is the required period of time to transfer the 
packet to the TUN by using NTMobile. Packet forwarder 
processing time is the required period to receive the vir-
tual IP packets from NTMfw and write it to the TUN inter-
face (refer to Tables 3, 4).

The experiments revealed that NTMobile can perform 
72.96 Mbps, such a speed is more than enough for most 

applications these days. Table 5 shows the references of 
throughput in Skype application. The conducted experi-
ments also revealed that the throughput of NTMobile is 
less than normal communication due to the encryption 
process, MAC process, and encapsulation process (refer to 
Tables 3, 4). However, the measured throughput is more 
than enough for the most applications requirements as 
shown in Table 2. Therefore, NTMobile works efficiently as 
a communication medium.

6 � System requirements

This section demonstrated the NTMobile and UAV applica-
tion and system requirements, where the authors imposed 
the system prerequisites to integrate UAV system into the 
NTMobile network. First, UAV must have an adaptive net-
work switching feature. To achieve that, the authors inte-
grated UAV into a single board computer (please refer to 
Sect. 6.3 for more details). This integration helped UAV to 
switch between different networks when the connected 
network is not available or does not provide an Internet 
service. However, these networks must be added networks 
in the single board computer. Moreover, IP can be changed 
through a single board computer. In this configuration, the 
single board computer works as a gateway. The tested net-
works are mobile networks where the coverage is offered 
in the experimental area and a wireless network with mul-
tiple access points provided by the authors (i.e., a portable 
Wi-Fi routers with extending features). Although the wire-
less network is connected to a mobile network as well, the 
network architecture is different since UAV and GCS will 
be acquired private IPs and different global IPs. NTMobile 
network is a cloud-based system, so UAV and GCS only 
need Internet services to communicate with each other 
via NTMobile.

6.1 � NTMobile integration into Internet and wireless 
networks

As has been mentioned in this paper, the communication 
between two nodes ends when the node switches the 
network and due to the change of the IP address of the 
MT. However, NTMobile has a mobility function where it 

Table 2   Result of throughput measurement by IPerf in normal and 
NTMobile communications

Communication type MUT Time (Mbits/s)

NTMobile communication 1400 72.96
Normal communication 1400 93.75
Normal communication 1500 94.20

Table 3   NTMobile latency evaluation of packet checker in MT1 
(study case two)

Process description Processing 
time ( μs)

Packet checker 15.7
R-NTMfw encryption 116.9
R-NTMfw MAC generation 30.5
R-NTMfw others 46.9
Total time 210.0

Table 4   NTMobile latency evaluation of packet forwarding in MT 2 
(study case two)

Process description Process-
ing time 
( μs)

Packet forwarding 0.6
R-NTMfw decryption 125.4
R-NTMfw MAC verification 40
R-NTMfw others 24.7
Total time 190.7

Table 5   The reference of the required throughput in Skype applica-
tion

Type of communication Throughput

Voice call (kbps) 100
Video call (kbps) 500
Group video call (7 participants) (Mbps) 8



Vol.:(0123456789)

SN Applied Sciences (2020) 2:1057 | https://doi.org/10.1007/s42452-020-2749-5	 Research Article

can keep the communication even if the address changes. 
Briefly, the encapsulation feature separates the roles of an 
IP address serves as a location identifier and a communi-
cation identifier, and that is the reason why the mobility 
function is achievable in the NTMobile system, and MTs 
can change the network access whenever they need dur-
ing the communication.

6.2 � ASTERIX part 29 category 129 integration

Theoretically, the proposed work can be also applicable 
into modern standards and data exchange categories. Not 
only MAVlink protocols, but also CAT129-EUROCONTROL: 
Unmanned Aerial System (UAS) communication, naviga-
tion and surveillance standards such as “Specification for 
Surveillance Data Exchange” [47]. In CAT129-EUROCON-
TROL Specification for Surveillance Data Exchange “All Pur-
pose STructured EUROCONTROL suRveillance Information 
EXchange” (ASTERIX) Part 29 Category 129, UAV identifi-
cation and target reports, describe a message structure 
authorizing transmitting the identification of a UAV as well 
as the vehicle’s location and velocity in a specific point and 
time. This data is needed to ascertain the basic policies 
of UAV Traffic Management (UTM) which shall expedite 
the safe integration of UAV into non-segregated airspace. 
NTMobile can be used to the transmission of UAV data dur-
ing the mission in a heterogeneous network environment 
through various data formats (e.g., ASCII, Two-octet fixed 
length, Three-octet fixed length, Five-octet fixed length, 
Eight-octet fixed length, and Twelve-octet fixed length). 
Table 6 shows the data items of ASTERIX Part 29 Category 
129.

6.3 � NTMobile application on UAV control board

To run NTMobile application on the UAV board, the 
authors must connect the flight controller to the inde-
pendent operation system because most of the current 
flight controllers in the market have insufficient memory 
to run additional application or external program. Flight 
controllers execute manual and autopilot tasks with some 
few basic commands such as running external sensors. 
Therefore, the authors integrated a single board com-
puter with quad-core cortex 1.2 GHz and one-gigabyte 
random access memory into the flight controller to run 
NTMobile client application and to use the single board 
computer as a telecommunication gateway and GCS host. 
Figure 8 shows the electronic circuit diagram that con-
nects the flight controller to the single board computer. 
The flight controller supports two serial ports (i.e., serial 
one and serial two). These serial ports support autopilot 
protocols, and the serial port number two communicates 
with the flight controller through a single board computer. 
Then, the authors set serial two as a default serial input on 
921600 baud. Subsequently, the authors configured the 
single board computer by installing the required packages 
of the autopilot commands, NTMobile framework, and 
adapter files. The power module provides a 5-volt power 
source and ground inputs on the UAV module. Moreover, 
the authors used radio link, radio telemetry, GPS, and cam-
era in the prototype UAV (refer to Fig. 9).

6.4 � NTMobile servers and nodes

NTMobile application is installed on three separated vir-
tual machines. Table 7 shows the virtual machine specifi-
cations of AS, DC, and RS installation. All systems use the 
“attached to a bridged adapter”. In the bridged network 

Table 6   Data items of category 
129 [47]

Data item reference number Description Data formate

I129/010 Data source identification Two-octet fixed length
I129/015 Data destination identification Two-octet fixed length
I129/020 UAV manufacturer identifier Three-octet fixed length
I129/030 UAV model identifier Three-octet fixed length
I129/040 UAV serial number Twelve-octet fixed length
I129/050 UAV office registration country Two-octet fixed length
I129/070 Time of day Three-octet fixed length
I129/080 Position in WGS-84 coordinates Eight-octet fixed length
I129/090 Altitude above mean sea level Three-octet fixed length
I129/100 Altitude above ground level Three-octet fixed length
I129/110 GNSS signal accuracy Two-octet fixed length
I129/120 Operational risk levels Three-octet fixed length
I129/185 Horizontal velocity (cartesian) Five-octet fixed length
I129/220 Vertical velocity Three-octet fixed length
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mode, the guest system receives direct access to the net-
work where the host system is connected to the network. 
After installing Linux operation on the virtual machines, 

the authors installed the NTMobile network on the serv-
ers. Then, the authors checked whether the AS, DC, and 
RS could access each other in the NTMobile network by 
pinging each others’ FQDN. The authors created two 
accounts for UAV and ED in AS. Each account has an 
e-mail address and password. Then, FQDN is generated 
and displayed automatically on the console. The UAV 
account information is demonstrated in Listing 1. Also, 
the ED account information is presented in Listing 2. 
After running the NTMobile client application on the ED 
and UAV, the logs of the login process are shown in AS. 
Listing 3 and 4 illustrated “LOGIN RESPONSE MESSAGE” 
for UAV and ED after login and registration processes.

1 as_fqdn= "as.ntm.jp" <-- AS FQDN
2 mail_address = "uav@ntm.com" <-- UAV account
3 password = "password" <-- UAV Password

Listing 1: UAV account information

 

1 as_fqdn= "as.ntm.jp" <-- AS FQDN
2 mail_address = "gcs@ntm.com" <-- GCS account
3 password = "password" <-- GCS Password

Listing 2: GCS account information

 

1 <LOGIN RESPONSE MESSAGE >:
2

3 [thread=b65ffb40] DC IPv4: xxx.xxx.xxx.xxx <-- DC IP in the
private network

4 [thread=b65ffb40] Node FQDN Length: 13
5 [thread=b65ffb40] Node FQDN: uav.dc.ntm.jp <-- UAV FQDN
6 [thread=b65ffb40] Key Type: 1 <-- Key Type
7 [thread=b65ffb40] Key Len: 16 <-- Key Length
8 [thread=b65ffb40] Key Expire Date: 2019/3/12
9 [thread=b65ffb40] Key: 34 AA0347142DE9119694ABABC0637339

Listing 3: UAV login process in AS

 

Fig. 8   Electronic circuit dia-
gram of the flight controller 
and a single board computer

Fig. 9   The developed prototype UAV that used in the experiments

Table 7   Direct coordinator, account server, and relay server virtual  
machine specifications

Feature Value

Operating system Linux Ubuntu 14.04 LTS
Motherboard based memory 2048 MB
Emulated host chipest PIIX3
Video memory 16 MB
Storage SSD 10 GB
Processor 2 CPUs
Network adapter NAT bridged adapter



Vol.:(0123456789)

SN Applied Sciences (2020) 2:1057 | https://doi.org/10.1007/s42452-020-2749-5	 Research Article

1 <LOGIN RESPONSE MESSAGE >
2

3 DC IPv4: xxx.xxx.xxx.xxx <-- DC IP in the private network
4 [thread=b5bffb40] Node FQDN Length: 13
5 [thread=b5bffb40] Node FQDN: gcs.dc.ntm.jp <-- GCS FQDN
6 [thread=b5bffb40] Key Type: 1 <-- Key Type
7 [thread=b5bffb40] Key Len: 16 <-- Key Length
8 [thread=b5bffb40] Key Expire Date: 2019/3/12
9 [thread=b5bffb40] Key: 4E5D90EB152DE911BD6FABABC0637339

Listing 4: GCS login process in AS

After the authentication, the authors pinged UAV FQDN 
from ED and ED FQDN from UAV to verify the communica-
tion (refer to Listing 5). In this experiment, DC assigned two 
virtual IPs: 198.19.7.74 for UAV and 198.19.188.174 for ED. 

1 $ ping uav.dc.ntm.jp <------- UAV FQDN
2 PING uav.dc.ntm.jp (198.19.7.74) 56(84) bytes of data.
3 64 bytes from 198.19.7.74: icmp_seq =1 ttl =64 time =5.07 ms
4 64 bytes from 198.19.7.74: icmp_seq =2 ttl =64 time =3.31 ms
5 64 bytes from 198.19.7.74: icmp_seq =3 ttl =64 time =6.46 ms
6 64 bytes from 198.19.7.74: icmp_seq =4 ttl =64 time =6.57 ms
7 64 bytes from 198.19.7.74: icmp_seq =5 ttl =64 time =9.81 ms
8 64 bytes from 198.19.7.74: icmp_seq =6 ttl =64 time =7.96 ms
9

10 $ ping gcs.dc.ntm.jp <----- ED FQDN
11 PING gcs.dc.ntm.jp (198.19.188.174) 56(84) bytes of data.
12 64 bytes from 198.19.188.174: icmp_seq =1 ttl =64 time =4.15 ms
13 64 bytes from 198.19.188.174: icmp_seq =2 ttl =64 time =17.4 ms
14 64 bytes from 198.19.188.174: icmp_seq =3 ttl =64 time =8.92 ms
15 64 bytes from 198.19.188.174: icmp_seq =4 ttl =64 time =6.41 ms
16 64 bytes from 198.19.188.174: icmp_seq =5 ttl =64 time =8.72 ms
17 64 bytes from 198.19.188.174: icmp_seq =6 ttl =64 time =6.83 ms

Listing 5: Pinging UAV FQDN and GCS FQDN

The authors can access the UAV single board computer 
using SSH or RDP protocols. By default, “$ ssh pi@UAV IP 
address” from ED. When UAV IP changed, the communi-
cation is disconnected, and ED should know the new IP 
address to establish communication with UAV. However, 
in NTMobile network system, “FQDN” can be used instead 
of IP addresses. Thus, ED and UAV are not required to dis-
play each other IPs when exchanging IPs. Accessing the 
UAV computer can be processed via FQDN. This is perma-
nent even if the IP is changed due to vertical handover 
as explained in Sect. 4. To access the UAV computer, the 
authors must input the following in the ED shell: “$ ssh pi@
uav.dc.ntm.jp” as illustrated in Listing 6. Then, the authors 
can run the GCS autopilot software in the single board 
computer to send commands to the flight controller (refer 
to Listing 7). 

1 user:~ $ ssh pi@uav.dc.ntm.jp
2 Warning: Permanently added the ECDSA host key for IP address ’

198.19.7.74 ’ to the list of known hosts.
3

4 pi@uav.dc.ntm.jp’s password: ******
5

6 Linux raspberrypi 4.14.79 -v7+ #1159 SMP Sun Nov 4 17:50:20 GMT
2018 armv7l

7

8 The programs included with the Debian GNU/Linux system are free
software;

9 the exact distribution terms for each program are described in the
10 individual files in /usr/share/doc /*/ copyright.
11 Debian GNU/Linux comes with ABSOLUTELY NO WARRANTY , to the extent

permitted by applicable law.
12

13 pi@raspberrypi :~ $

Listing 6: Access to UAV single board computer using FQDN and SSH protocol

1 pi@raspberrypi :~ $ mavproxy.py --master =/dev/serial0 --baudrate
57600 --aircraft MyCopter

2 Connect /dev/serial0 source_system =255
3 no script MyCopter/mavinit.scr
4

5 Log Directory: MyCopter/logs /2018 -11 -22/ flight32
6

7 Telemetry log: MyCopter/logs /2018 -11 -22/ flight32/flight.tlog
8

9 Waiting for heartbeat from /dev/serial0
10

11 UAV > Online system 1
12

13 STABILIZE > Mode STABILIZE

Listing 7: Run autopilot software in the single board computer

7 � Experiments

In this experiment, UAV and ED are connected to the 
NTMobile servers to capture the packet flows. The 
authors used the SSH protocol to send commands to 
the GCS software on the UAV computer. In the assigned 
mission, the UAV and ED are communicating with each 
other. Then, the authors exposed UAV and ED to verti-
cal handover (changing the IP by switching network). 
When the authors exposed UAV and ED to switch net-
work, a new IP was assigned. In this experiment, UAV 
was assigned to map a crop field according to the way-
points in Table  8. Figure  10 shows the experimental 
field, whereas Fig. 11 demonstrates a simple mapping 
mission of network switching points that have been 
designed by the authors, forcing the UAV and ED to 
switch network (refer to Table 9). Listing 8 shows the 
autopilot code uploaded into UAV computer via NTMo-
bile. “Flying to a point simple goto” function is used to 
write a fully autonomous flight mission. Network access 

Fig. 10   Experimental area
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switch moves between 3G/LTE and Wi-Fi connectivity. 
The authors used a network packet analyzer to capture 
network packets between UAV and ED. Figure 12 shows 
the packets flow between UAV and ED during the mis-
sion. The red areas in the graph pinpoint the lost connec-
tion status when the vertical handover occurs or when 
the IP changes. However, blue areas show the continu-
ous connection status between UAV and ED. Network 
packet analyzer shows the packets per second in Y-axis 

and time in second X-axis. Figure 13 depicts the all pack-
ets between UAV and ED during the mission. Figure 14 
demonstrates the TCP errors packets between UAV and 
ED. Also, in Fig. 15, a sample throughput graph of TCP 
from port 55545 to port 22 is demonstrated. In Fig. 16, 
the authors demonstrate the flight logs during the mis-
sion. The flight logs of the mapping mission are received 
through NTMobile (refer to Fig. 17). 

1 print "Basic pre -arm checks"
2

3 vehicle.mode = VehicleMode("GUIDED")
4 vehicle.armed = True
5 while not vehicle.armed:
6 print " Waiting for arming ..."
7 time.sleep (1)
8 print "Taking off!"
9

10 vehicle.simple_takeoff (4)
11 while True:
12

13 print " Altitude: ", vehicle.location.global_relative_frame.alt
14 if vehicle.location.global_relative_frame.alt >= aTargetAltitude

*0.95:
15 print "Reached target altitude"
16

17 break
18

19 time.sleep (1)
20 arm_and_takeoff (10)
21

22 set Home location: LocationGlobal:lat =35.96046600 , lon=
139.66927500 ,alt=4

23 vehicle.airspeed =5
24 point1 = LocationGlobalRelative (35.96067360 , 139.66948010 , 30)
25 vehicle.simple_goto(point1)
26 #All way points in table 8
27

28 print "Returning to Launch"
29 vehicle.mode = VehicleMode("RTL")

Listing 8: Autopilot code for the mapping mission

        

8 � Discussion

When network switch, or during the searching process, 
UAV starts a hovering mode. If there is no communication 
to ED in a range of 2 min while UAV in hovering mode, the 

Fig. 11   Flight plan design and switching waypoints which 
designed by the authors before executing the mission

Fig. 12   Packet flow in the NTMobile servers
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Fig. 13   All packets between 
UAV and ED during the mission

Fig. 14   TCP errors packets 
between UAV and ED during 
the mission

Fig. 15   A sample of the 
throughput graph of TCP at 
port 22 of the SSH protocol: 
encrypted packet in a specific 
period of time
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flight controller will send the UAV back to the launch point 
by executing RTL command on the flight controller, this 
can be achieved by configuring and programming the sig-
nal board computer. In Figs. 18, 19 and 20, authors present 
the UAV’s pitch, roll, and yaw during the mission, respec-
tively. The first network switch, UAV hovered for 38 s until 
it communicated again with ED and 84 s in the second 

switching waypoint. In the third switching waypoint, 
UAV was in hovering mode for 22 s and 20 s for switch-
ing waypoint number four. When UAV reaches switching 

Table 8   The mission waypoints inserted in the flight plan

Waypoint Delay Latitude Longitude Altitude (m)

Home 20 35° 57′ 37.6776″ 
N

139° 40′ 9.39″ E 4

3 16 35° 57′ 38.4264″ 
N

139° 40′ 10.128″ 
E

30

5 16 35° 57′ 34.1856″ 
N

139° 40′ 12.63″ 
E

30

7 16 35° 57′ 34.4196″ 
N

139° 40′ 13.098″ 
E

30

9 16 35° 57′ 38.6424″ 
N

139° 40′ 
10.6068″ E

30

11 16 35° 57′ 38.8584″ 
N

139° 40′ 
11.0892″ E

30

13 16 35° 57′ 34.6536″ 
N

139° 40′ 
13.5696″ E

30

15 16 35° 57′ 34.8876″ 
N

139° 40′ 
14.0376″ E

30

17 16 35° 57′ 39.0744″ 
N

139° 40′ 11.568″ 
E

30

19 16 35° 57′ 39.2904″ 
N

139° 40′ 
12.0468″ E

30

21 16 35° 57′ 35.118″ 
N

139° 40′ 
14.5056″ E

30

23 16 35° 57′ 35.352″ 
N

139° 40′ 
14.9772″ E

30

25 16 35° 57′ 39.5064″ 
N

139° 40′ 
12.5256″ E

30

27 16 35° 57′ 39.7224″ 
N

139° 40′ 
13.0044″ E

30

29 16 35° 57′ 35.586″ 
N

139° 40′ 
15.4452″ E

30

31 16 35° 57′ 35.82″ N 139° 40′ 
15.9168″ E

30

33 16 35° 57′ 39.9384″ 
N

139° 40′ 
13.4868″ E

30

35 16 35° 57′ 40.1544″ 
N

139° 40′ 
13.9656″ E

30

37 16 35° 57′ 36.054″ 
N

139° 40′ 
16.3848″ E

30

39 16 35° 57′ 36.288″ 
N

139° 40′ 
16.8528″ E

30

41 16 35° 57′ 40.3704″ 
N

139° 40′ 
14.4444″ E

30

43 16 35° 57′ 40.5864″ 
N

139° 40′ 
14.9232″ E

30

45 16 35° 57′ 36.522″ 
N

139° 40′ 
17.3244″ E

30

Table 9   Switching waypoints in the experiment

Point Latitude Longitude Status

1 35° 57′ 38.8584″ N 139° 40′ 11.0892″ E UAV switched 
network

2 35° 57′ 35.352″ N 139° 40′ 14.9772″ E UAV switched 
network

3 35° 57′ 36.3168″ N 139° 40′ 15.6″ E ED switched 
network

4 35° 57′ 38.5848″ N 139° 40′ 14.286″ E ED switched 
network

5 35° 57′ 39.9384″ N 139° 40′ 13.4868″ E ED switched 
network

6 35° 57′ 38.1852″ N 139° 40′ 15.1572″ E UAV switched 
network

Fig. 16   Real-time monitoring while executing the mapping mission

Fig. 17   Flight logs after completing the mission
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waypoint number five, UAV hovered for nearly 30 s. In 
the final switching waypoint, UAV hovered for 85 s till the 
new connection with ED has been established. As shown 
in Fig. 12, the delay is different from switching waypoint 
to another, and that due to signal strength and network 
searching process where the ideal conditions to switch 
network in this prototype is between 20–30 and 70–85 s 
in the worst-case scenario. The airspeed is demonstrated 
in Fig. 21. Figure 22a also presents the status of the UAV 
in hovering mode, and Fig. 22b displays the airspeed and 
communication during the autopilot mode and during the 
mission. These flight logs data can be obtained after ful-
filling the mission, and UAV returned to the launch point. 
The flight logs profile is recorded inside the memory of the 
flight controller and the GCS application. The maximum 

airspeed in this work was set to 5m/s to scan an area of 
20288 m2 . After switching network and new IP obtained, 
NTMobile used end-to-end encryption feature, where UDP 
tunnel is recreated in the same way as at the beginning of 
the communication [48].

There were some modifications needed to the soft-
ware layer of the communication gateway inside the 
single board computer that connected to the UAV flight 
controller (see Figs. 8, 9). A program has been designed 
by authors to help UAV to switch network in specific 
waypoints in the flight plan design and to change the 
flight mode accordingly. The time of switching should be 
less than 2 min long. Nevertheless, the threshold value 
of the switching period depends on the UAV’s maximum 

Fig. 18   Pitch degree of UAV during the mission

Fig. 19   Roll degree of UAV during the mission

Fig. 20   Yaw degree of UAV during the mission

Fig. 21   Airspeed graph of the UAV during the mission
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flight time and the given mission. The employed UAV has 
21 min of maximum flight time.

In this experiment, the total flight time of the mission 
was 15 min. Communication before and after executing 
the flight mission has also been captured, as shown in 
Fig. 12, so the total time of communication between UAV 
and ED while using NTMobile technology was 29 min 
and 10 s.

9 � Conclusion

This study integrated UAV communication system into 
NTMobile technology to ensure secure communication 
and to support UAV in a heterogeneous network. The nov-
elty of this study is the introduction of continuous connec-
tivity into the UAV communication control system even if it 
forced to switch network access. Three systems have been 
used (i.e., AS, DC, and RS). AS, DC, and RS offer consistent 
communication between two nodes in the network even 
if one of the MTs is exposed to vertical handover or switch 
network. Each node has an FQDN and an account in AS. 
FQDN communicates with the nodes without using the 
real IP addresses of the nodes. A key sharing mechanism 
between the nodes and TLS protocol encrypts the keys 

and all the communication packets in the NTMobile. The 
authors used a single board computer, connected to the 
UAV flight controller to run the NTMobile client applica-
tion and manage the autopilot mission. A real flight experi-
ment is executed to map a crop field. During the mission, 
UAV and ED are exposed to switch network at the selected 
waypoints. The experiment revealed that ED could easily 
access UAV using FQDN instead of a UAV real IP address. 
The authors used the SSH protocol to access the UAV 
single computer board and to send commands. Pinging 
FQDNs captures the packet flow between UAV and ED dur-
ing the mission. The packet flow graph and the lists show a 
reconnection of ED with UAV without needing to UAV real 
IP address. A loss of communication is due to a network 
switch, and it has been measured. During the switching 
process UAV will be in hovering or stationary mode wait-
ing to connect to the ED again. Also, obtaining a different 
IPv in a heterogeneous network system is critical for UAV 
during the mission. Thus, the integration of NTMobile into 
the UAV system is an approach to maintain UAV and ED 
mobility in a heterogeneous network environment.
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